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Monolayer transition metal dichalcogenides in strong magnetic fields:
Validating the Wannier model using a microscopic calculation
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Using an equation of motion (EOM) approach, we calculate excitonic properties of monolayer transition
metal dichalcogenides perturbed by an external magnetic field. We compare our findings to the widely used
Wannier model for excitons in two-dimensional materials and to recent experimental results. We find good
agreement between the calculated excitonic transition energies and the experimental results. In addition, we find
that the exciton energies calculated using the EOM approach are slightly lower than the ones calculated using
the Wannier model. Finally, we also show that the effect of the dielectric environment on the magnetoexciton
transition energy is minimal due to counteracting changes in the exciton energy and the exchange self-energy

correction.
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I. INTRODUCTION

The first use of an external magnetic field to study exci-
tons and the electronic structure in thin-film transition metal
dichalcogenides (TMDs) was published in 1978 [1]. Since
then, the study of magnetoexcitons has been an active field
of research. With the recent emergence of monolayer TMDs,
research in this area has undergone a rapid development, due
in part to the interesting electronic and optical properties
of monolayer TMDs [2-4], including large exciton binding
energies on the order of 0.5-1 eV [5-7]. Additionally, ex-
citing magneto-optical phenomena of monolayer TMDs [8—
10] have inspired novel applications, for which a detailed
understanding of the effect of a magnetic field on the excitons
is necessary. These phenomena include the valley Zeeman
effect, a magnetic field assisted lifting of the degeneracy of
the inequivalent K and K’ valleys [11-13]. This control of
the degeneracy could prove useful in the area of valleytronics
[14]. Another phenomenon lending itself to possible optical
applications is Faraday rotation [15], which has also been
observed in monolayer TMDs perturbed by a magnetic field
[16,17].

In addition to potential applications, perturbation by an
external magnetic field provides experimental insight into the
properties of excitons, such as their spatial extent [18,19] and
the effect of the dielectric environment [20]. Using strong
magnetic fields of up to 65 T, the Zeeman valley effect and
diamagnetic shift of the excitonic states have been measured
for the four most common monolayer TMDs: MoS, [21,22],
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MoSe, [19,21,23], WS, [24,25], and WSe; [20,26]. The
analysis of such experimental results would benefit from
a thorough theoretical study of the effect of an external
magnetic field on excitons. But while there is a plethora of ex-
perimental results on magnetoexcitons, there have been fewer
theoretical studies. The difficulties related to a theoretical
description of magnetoexcitons in two-dimensional materials
is, in part, due to the magnetic field breaking the translation
symmetry. In one-dimensional systems, translation symmetry
can be retained by choosing a suitable gauge for the magnetic
vector potential [27], but in two- and three-dimensional
systems that option is not available.

The standard theoretical approach has been to use an
effective mass model such as the Wannier model [28], where
the effective mass is calculated from the band structure of the
unperturbed system. Using this approach, results regarding
the binding energy of excitons, trions, and biexcitons in
monolayer TMDs perturbed by a magnetic field were recently
published in Ref. [29]. But with no other theoretical models
for magnetoexcitons in 2D materials, it can be difficult to
validate the effective mass model. In addition, the effective
mass model does not take into account the unique Landau
level structure of monolayer TMDs [8,10], which affects
the magneto-optical response. In this paper, we provide an
alternative approach for describing magnetoexcitons, which
does not depend on the effective mass approximation. The
approach is an extension of the equation of motion (EOM)
method in Ref. [7] to the case in which the TMDs are per-
turbed by an external magnetic field. This model has several
advantages, which include accounting for the Landau level
structure of TMDs, allowing coupling between distinct bands
and valleys, and providing a more self-contained theoretical

©2019 American Physical Society


http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevB.99.035416&domain=pdf&date_stamp=2019-01-09
https://doi.org/10.1103/PhysRevB.99.035416

HAVE, CATARINA, PEDERSEN, AND PERES

PHYSICAL REVIEW B 99, 035416 (2019)

framework. The EOM approach can also be used to calcu-
late the optical response and was previously used to include
second-order effects in the electric field in Ref. [30].

The present paper is structured as follows: In Sec. II, we
introduce the single-particle Hamiltonian, which will serve
as the outset for our study. In Sec. III, the EOM approach
is briefly introduced. Section IV contains the definition of
the electron-electron interaction Hamiltonian, as well as the
derivation of the EOM for the excitonic problem. Section V
serves to introduce the Wannier model, which we will use for
comparison with the results obtained in the EOM approach.
Finally, in Sec. VI our results are presented and compared to
recent experiments.

II. SINGLE-PARTICLE HAMILTONIAN

In this section, we present the system and the single-
particle Hamiltonian, which is the outset for our study of
magnetoexcitons. The system is illustrated in Fig. 1. A mono-
layer TMD material, possibly deposited on some dielectric
substrate with relative dielectric constant «, and capped by
a dielectric with relative dielectric constant kj, is perturbed
by a uniform static magnetic field perpendicular to the TMD.
Under absorption of an incident photon with energy Zw an
exciton is generated. The properties of the exciton, i.e., size
and energy, are affected by the magnetic field.

To describe magnetoexcitons in monolayer TMDs, we
need an accurate description of the single-particle properties
of unperturbed TMDs. For that purpose, we apply the effec-
tive Hamiltonian from Ref. [3]. This effective Hamiltonian
describes a massive Dirac system, and has been found to
reproduce the band structure of monolayer TMDs in the low-
energy range around the direct band gaps in the K and K’
valleys, including the spin-orbit splitting of the bands. For a
monolayer in the xy plane the Hamiltonian is given by

I:IO = vp(To px + O'ypy) + Ar,saz + gr,s]L (1)

where v is the Fermi velocity, 7 = %1 is the valley index
(41 for the K valley and —1 for the K’ valley), o; are the
Pauli matrices with i € {x, y, z}, p, and p, are the canonical
momentum operators, I is the 2 x 2 identity matrix, and A,
and &; ; are the valley- and spin-dependent mass and on-site

Incident light - o

FIG. 1. Sketch of the system under consideration: Excitons in
a monolayer TMD material perturbed by a uniform static magnetic
field perpendicular to the monolayer. The monolayer may be encap-
sulated between a dielectric substrate and a capping material.

TABLE 1. Parameters of the effective Hamiltonian for the four
common types of TMDs. The mass parameters and the Fermi ve-
locities are taken from Ref. [2] and the spin-orbit couplings are
from Ref. [31]; both sets of parameters were calculated from first
principles. An alternative set of parameters is provided in Ref. [4].

A@EV)  hup@VAT) AV (V) AL, (eV)
MoS, 0.797 2.76 0.149 ~0.003
MoSe,  0.648 2.53 0.186 —0.022
WS, 0.90 438 0.430 0.029
WSe, 0.80 3.94 0.466 0.036

energy, respectively. The mass and on-site energy are given by

Ay =A—tshl ¢ = @)
s = —TS—, 7, — TS —,
’ 2 ’ 2

where s = 1 (+1 for the spin up and —1 for spin down),

A= (AY, — AC)/2, and Ay = (AY + AS.)/2. The pa-
rameters vp, A, AY , and AS  are material dependent, and

found by fitting to first-principles band structure calculation
[2,31]. The material parameters used in this paper are pro-
vided in Table I. The single-particle energy bands are the
eigenvalues &, ; of Hy, which are given by

ery = £ AP0EK2 + A2 + &, 3)

Note that the eigenvalues only depend on the product
s = %1, and not on t and s as individual parameters. The
eigenvalues of MoS, are plotted as dashed lines in Fig. 2. We
observe that the energy dispersion shows spin-orbit splitting
of both valence and conduction bands and that the K and K’
valleys are inequivalent due to spin.
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FIG. 2. Single-particle spectrum at the K and K’ valleys of MoS,
with (solid lines) and without (dashed lines) magnetic field. Red and
blue indicate spin up and spin down, respectively. The Landau level
spectrum is plotted for a very high magnetic field (600 T) to make
it possible to distinguish the individual Landau levels. Qualitatively
similar features are found at lower magnetic field strengths.
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The next step is the inclusion of a perpendicular magnetic
field B. The magnetic field is introduced using the minimal
coupling substitution p — p + eA, where p is the momentum
operator, —e is the electron charge, and A is the magnetic
vector potential, related to the magnetic field by V x A = B.
Using the Landau gauge, A = Bx§, the effective perturbed
Hamiltonian is

I:IB = vr[toypy + Uy(py +eBx)]+ A0, + &L @

The eigenvalues and eigenfunctions of Hg can be found by
expressing Hp in terms of creation and annihilation operators
[8,32], and then expanding the eigenfunctions in a basis of
harmonic oscillator eigenfunctions. We find that the eigenval-
ues and the normalized eigenfunctions are given by

Ell =0/ A2+ n(hiw)? + &, )

ikyy

L,

W () = Sl (). ©)
Here, n > (1 + tA)/2 is the integer Landau level (LL) index,
A = % indicates the type of LLs (4 for conduction type
LLs and — for valence type LLs), hw, = ﬁth /1p is the
cyclotron energy, [z = /Ti/(eB) is the magnetic length, L,
is the length of the system in the y direction, and the spinor
wave function is

(D”’)‘(fé) — L
7,8 \/E

Here, X = x + llzgky, ¢, (%) are the usual harmonic oscillator
eigenstates, and B} and C?} are normalization constants
given by

Bt =i fl+ier, Cit=[1—har,  ®

where of ( = A /v A%,S + n(liw.)*. The harmonic oscilla-
tor eigenstates are given by

6o (F) = — ( ! )i ‘H(’“) ©
n(X) = 5 e "B\ — |,
' V2mi\nl} "\ 1p

where H, are the physicist’s Hermite polynomials, which are
defined by

B¢,¢¢n<f+1>/2@)>_ -

Cll Pnge—1)2(X)

> d" 2
H,(x)=(=1)"e" —e™". (10)
dx"

Note that the energies E?"* define a discrete set of LLs that
have a degeneracy corresponding to the number of distinct k,
values. The Landau level spectrum of MoS; is plotted (solid
lines) in Fig. 2. From Fig. 2 and the allowed values of n,
we see that a LL with n = 0 is only allowed when 7 # A.
This gives rise to a magnetic-field-dependent increase of the
band gap. Finally, the valley Zeeman splitting [12] is not
included in the effective Hamiltonian A, . It could have been
by adding additional terms to A g [33], but since the focus of
the present paper is on the excitonic effects, it is ignored for
simplicity.

A. Dipole matrix elements

In this section, the dipole matrix elements for the single-
particle wave functions are calculated. In addition to being
necessary for calculating the optical response, the dipole ma-
trix elements provide information about the optical selection
rules, which can be used to exclude some dark transitions from
our excitonic calculations. This speeds up the numerical stud-
ies performed below by a significant factor. The interaction
of the system with the incident light is included, within the
dipole approximation, via the interaction Hamiltonian

Hi =—d-E1)=er-E®1). (11)

Here, d = —er is the dipole moment operator and £(¢) the
time-dependent electric field of the light. By construction,
transitions between different valleys and different spins are
not allowed. We introduce some notation to simplify the
expressions. Let a be shorthand for {n, A, k,} and n for

{z, s}; then the dipole matrix elements are written as d‘,’;”"‘/ =

n, n' N n, . . .
(Weiok, 1AV k;), where W', are the single-particle eigen-

states of H . For the dipole matrix elements in the x direction,
we find

, 2 5
d:;;)a = —eSky,k;(CD’;_s |x’®¥,5 >
(@10 [[Hp. x]| @)
= _eak,\vk; n,a n',\ . (12)
Er,s - E‘[,S
The commutator is simply [ﬁg, x] = —ihvrto,. A similar

expression holds for the commutator with y. Consequently,
the dipole matrix elements are found to be

a—a’ ethak}"k./v I Wl v T
d = — | B'C 1) /
n 7,8 Z1T,8 n—t,n

2
2AEyS, 1
Y it
- B C?:?( . >8+} (13)
Here, AEZAA = E’t’? — E™*. The nonzero dipole matrix

elements correspond to the bright interband transitions.
Equation (13) shows that the allowed interband transitions
from a LL with index n are to LLs with index n’ = n + 1 and
at the same k, points.

III. EQUATION OF MOTION APPROACH

The excitonic properties will be calculated using an EOM
approach similar to that of Ref. [7], which is an extension
of the method introduced to describe the magneto-optics of
graphene in a cavity in Ref. [34]. The approach relies primar-
ily on writing and solving Heisenberg’s equation of motion,
which is given by

—ih— =[H, p). (14)

Here H , is the full Hamiltonian including Jai 1, and p is the
density matrix for the states of Hp.

To compute the density matrix, we introduce the cre-
ation and annihilation operators 6;,]0) and &, ,(t), which,
respectively, create or annihilate an electron in state W] =
W™ (recall that « is short for {n, A, ky} and n is short

T,8,ky
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for {7, s}). The creation and annihilation operators obey the
usual anticommutator relations. Using these operators, we can
express the single-particle Hamiltonian and the light-matter
interaction Hamiltonian as

Ap(t) =Y EIpL, (1), (15)
o,n
Hi(t)=—E@)- > A pl . (0), (16)
a,o’\n

where ﬁz.a,(t) = éz’n(t)éa/,,,(t) are elements of the density
matrix in a basis of the eigenstates of Hy. Note that only a
few of the terms in the sum over «’ give nonzero contributions
to H; due to the optical selection rules from Sec. II.

Solving Heisenberg’s EOM exactly as expressed in
Eq. (14) is not possible. Consequently, we take the expectation
value on both sides of Eq. (14) with respect to the equilibrium
state, and get the following EOM for the expectation value:

a N
_ihgpz’a, = ([H, ﬁg,a’])’ (17)

with p) , = (o, ). Note that the diagonal elements o = o'
define a new electron distribution. The commutators of A, B
and H; with the density matrix are calculated in Appendix A
and can be used to calculate the single-particle optical re-
sponse as in Ref. [35]. We now turn to the problem of
including electron-electron interactions in the Hamiltonian
and then find the excitonic states by solving Eq. (17).

IV. ELECTRON-ELECTRON INTERACTIONS

From this point on, we consider the full Hamiltonian
given by H = Hg + H; + H,., where the electron-electron
interaction Hamiltonian is defined by

A

1 o ~ n N
A= / dridead (e % ()0 (6 — )0 (00 (1),
(18)

Here, the integrals also cover spin, U(r) is the electron-

electron interaction potential defined below, and v/ (r) is the

field operator, given by
P(r) =Y layW2(r). (19)

.

Here and in the following, we drop the explicit time depen-
dence of ¢, () and ﬁgqa,(t) to simplify notation.

Although monolayer TMDs are not strictly 2D materials,
the electrons are effectively confined to move in two dimen-
sions by the negligible thickness of the layer [6,7]. Conse-
quently, instead of the usual Coulomb potential, we model the
electron-electron interaction U(r) by the Keldysh potential
[36], which is valid for strict 2D systems. In momentum space

J

(E _En_lh )p"‘a Zpa] a3 ;:Oyl:fllmpam_

oy, 0
o3

TABLE II. Parameters used in the calculation of the excitonic
properties for the four common types of TMDs. The first and second
columns contain the reduced exciton masses for the spin-up and spin-
down bands, respectively. The third column is the in-plane screening
length, and is taken from Ref. [6].

e+t (me) e -1 () ro (A)
MoS, 0.380 0.418 41.4
MoSe, 0.355 0.417 51.7
WS, 0.159 0.199 379
WSe, 0.170 0.223 45.1

the Keldysh potential has the following simple form [36-38]:

V@=L (20)
V= 260 gl +roq)’

where g = |q], &9 is the vacuum permittivity, r( is a material-
dependent in-plane screening length, and « = (k, + kp)/2 is
the average of the relative dielectric constant of the substrate
and the capping material. The in-plane screening lengths are
related to the in-plane polarizability, and can be calculated
from a first-principles band structure. The parameters used
in this paper were calculated in Ref. [6] and are listed in
Table II. It is worth mentioning that the Keldysh potential
previously has been used successfully to describe various
excitonic properties of TMDs [6,7,46,47].

Before calculating the commutator of H,, with the density
matrix and solving the Heisenberg EOM, we will rewrite
H,. slightly. Assuming that the electron-electron coupling
between different valleys is negligible, the H.. can be written
as

1
2 2 : 78,8 AT AT A
Hee - 2 Ua1a4 a2a3ca| T, Acom T, v’casqlqs’cwﬁqu’ (21)
7,8,8
oy,
o3, 04

where two of the summations over spin cancel because of the
spin integrals in Eq. (18), and the so-called Coulomb integrals
are
7,8,8" 1 7,8 7,8
Ugitas = 773 | €UV @F %, @F (-0 (22)
Here, F,’,,(q) are structure factors defined as

F(q) = / d*re' [ W ()] W (1) (23)

An explicit expression for the structure factors is provided in
Appendix B. Using Eq. (21), we calculate the commutator of
the full Hamiltonian with the density matrix in Appendix A
and find that the EOM in Eq. (17) can be written as

UJI‘ZLZM paz o ) o 8(t) ' Z (d(;”_)ap;]z”,a’ - dg][/_)a”pg,a”)' (24)

o
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Here, E]!

operator in H,, has been truncated at the random phase
approximation (RPA) level [39]. Comparing the EOM to what
was found in Ref. [7], we see that the general form of the
equation is equivalent to the expression for a system with an
arbitrary number of bands. In the following subsections, we
keep only the terms of Eq. (24), which are of first order in the
electric field and collect the terms corresponding to the ex-
change self-energy corrections and electron-hole interactions.

=E ”A and the expectation value of the four-body

A. Exchange self-energy corrections

In this section, we briefly touch upon the exchange self-
energy corrections caused by the electron-electron interac-
tions. The term exchange should be understood in the sense
of the Hartree-Fock approximation, where there are two
corrections to self-energy: the Hartree correction, which is
canceled by the interaction with the positive background (see
Appendix A), and the exchange correction.

Although exchange self-energy corrections are not the
main focus of this work, it is still important to include them if
we hope to accurately describe the transition energy of the ex-
citons. This is because the self-energy correction has a strong
impact on the value of the single-particle gap. In Appendix A,
the first-order terms that result in a renormalization of the LLs
are collected. It is found that the self-energy-renormalized
LLs, Eo'j , are given by

El=E} %, E"—ZfE” Wedew (25

Here, X is the exchange self-energy correction and f(FE)
is the Fermi-Dirac distribution. We calculate the exchange
self-energy correction using the structure factors from
Appendix B. Converting the sum over k, to an integral, the
exchange self-energy can be written as

ZUéiia =3 FEL ) e (26)

n',\
where the integrals are defined as

1 B4 )
I)Z’L,)Jn/ = @[dqu(Q)e 2 |J):7n,)u’n’(q)| . 27)

Here, J; w18 the function defined in Eq. (B4). The integral

in Eq. (27) is simplified by the fact that U (q) and | J,! i (q)?
only depend on g = |q|, meaning that the angular integral
simply gives a factor of 2. In the remainder of the paper,
we assume that the system is undoped, i.e., the Fermi level
is in the band gap, and that 7 = 0 K. This implies that the
sum in Eq. (26) only runs over the valence-type LLs, which
simplifies the numerical calculations.

For graphene described in the Dirac approximation, the
exchange self-energy correction has been found to diverge
logarithmically when summing over an infinite number of va-
lence LLs [40]. We have observed the same type of divergence
numerically for the expression in Eq. (26). Consequently, a
cutoff Ny of the summation over LLs has to be introduced.
In Ref. [41] (see also Ref. [42]), the cutoff was calculated for
graphene by equating the concentration of electrons in Ny
LLs to that in the filled valence band. The same approach can

be used for TMDs and we find a cutoff equal to
Ncut =2 ’ (28)

with €y = +/3a?/2 the area of the primitive unit cell of the
TMD. Taking a = 3.2 A for all four TMDs [43], we get a
cutoff equal to Ney ~ 2.33 x 10*/B T.

B. Excitonic effects

Finally, using the exchange self-energy corrected LLs,
we proceed to calculating the excitonic effects of TMDs
perturbed by an external magnetic field. As shown in
Appendix A, the excitonic states can be found by solving the
first-order equation

El — ih— | ple
( @ - 8t>p°"°‘

B (Z U;;ZAWIUPZ;}O(Z —&@)- dﬁ/ﬁa) Af;',w @

ap,02

where Af)) = f(E]) — f(E!). As in Ref. [7] the excitonic
transition eflergies can be calculated by solving the homoge-
neous equation, i.e., setting £(¢) = 0. Changing from time to
frequency domain, we get the homogeneous equation

(EZ’ - Eg - E)pz,o/ = Z U;ovtzvalapm azAfo:]’.a' (30)

op,00

Here, PZ,a/ should be understood as the Fourier transform

of ij;, and E is the exciton transition energy for a fixed
combination of spin and valley. The excitonic states are the
interband solutions of Eq. (30), i.e., where « and o’ corre-
spond to valence and conduction states, respectively. Thus,
we assume that to be the case. Additionally, the sum over «;
and o, can be split into two contributions: one where «; and
o, are valence and conduction states, respectively, and one
where the converse holds. We denote these cases the resonant
contribution and the nonresonant contribution, respectively. In
the following, we keep only the resonant contribution. It has
been shown in Ref. [7] that this is a valid approximation.

To clearly distinguish the valence and conduction states,
we write «, and o, for a; and o in Eq. (30), respectively.
Setting k, = k|, (which corresponds to ignoring the dark non-
vertical transitions; see Sec. II A), we simplify the right-hand
side of Eq. (30) by writing

Z U;;Léot ongu,a ~ Z/ dq}’lc; :lfn n( ky)

oy, O Ny N

X P (@y)- (31)

Here, we write the approximate sign to indicate the approxi-
mations discussed above, and we denote pgwtr by p,’Zv’nL_ (ky)
for the case in which the k, values associated with . and a,
are equal. The different A parameters are fixed by the previous
assumptions and are not written explicitly. The electron-hole
interaction kernel X'>* is calculated using the structure

nn shyn
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FIG. 3. Electron-hole interaction kernels plotted for MoS, in a
magnetic field of 100 T. The kernels are plotted for the K valley,
spin up, and (n, n’, n,) = (0, 1, 0).

factors and is found to be
) S —1 ~ dq, U Lk
; ’ = x 2
n np,n,,n(qy) 16]‘[2 /;oo CI (‘I)e

X I (@5 (=), (32)

where the integral over g, must be performed numerically.
This finally implies a homogeneous first-order equation given
by

(o — EG = E)p(ky)

)
= Z / dCI_*IC,:;Z;S,nl,n(Qy - ky)pzu,nc(‘b')- (33)

Ny, ne

Equation (33) corresponds to the Bethe-Salpeter equation for
electron-hole pairs [44], and it can be written as an eigenvalue
problem with eigenvalues E by discretizing the integral over
qy. The size of the eigenvalue problem scales as NyN.N,,
where Nj is the number of points used to discretize the
integral, and where N, and N, are the number of conduction
and valence LLs, respectively. It is clear that only if the
electron-hole kernel decays sufficiently fast with increasing n.
and n, can we hope to solve Eq. (33), since that would imply
that the sums over n. and n, can be truncated. Fortunately,
the kernel does decay quite fast in n. and n,, as illustrated for
n. in Fig. 3. In the next section, we turn our attention to an
alternative (and nonmicroscopic) description of the excitonic
properties of TMDs.

V. WANNIER MODEL

In this section, we briefly introduce the Wannier model
[28] for excitons. The Wannier model is based on the ef-
fective mass approximation for a single pair of valence and
conduction bands. For a two-dimensional semiconductor in a
perpendicular magnetic field (using the symmetric gauge for
the magnetic vector potential), the operator describing zero
angular momentum excitons, i.e., s-type states, is [45]

e’ B?
2u 81

r2 —U(r). (34)

Here, n is the reduced effective mass, V2 is the 2D
Laplace operator, r is the relative electron-hole distance, and
U(r) is the electron-hole interaction potential given as the

real-space representation of Eq. (20). Taking the inverse
Fourier transform of Eq. (20), we find

2
¢ [Ho<ﬂ> - Yo<ﬂ>i|7 (35)
880}"0 ro ro

with r = |r|, Hy the Struve function, and Y|, a Bessel function
of the second kind.

For a direct comparison of the Wannier model with the
solutions to Eq. (33), we want to use the same parameters
in both models. Thus, we calculate the effective mass from
the eigenvalues of the unperturbed single-particle operator Hy.
Expanding the eigenvalues in Eq. (3) around |k| = 0, we find
that the effective mass of an electron or hole in the t valley
and with spin s is

Ur) =

| Azl
* s
mm = 5 -

Up

(36)

The effective masses of electrons and holes are equal due to
the symmetric conduction and valence bands. The reduced
effective mass is then p. ; = mj /2, for which the values for
the four common TMDs are given in Table II.

The s-type excitons, corresponding to bright excitons [46],
can be found by solving the eigenvalue problem He (r) =
Eexc (1), where Ec is the exciton energy. We solve it by
expanding ¥ (r) in a basis of Bessel functions, more specif-
ically the basis ¢;(r) = Jo(A;r/R), where A; is the ith zero
of the Bessel Jy function and » < R. This basis corresponds
to introducing an infinite barrier at » = R, but this should not
affect the results as long as R is sufficiently large. The same
basis was recently used to describe the Stark shift of excitons
in monolayer TMDs [46,47].

VI. RESULTS

In this section, our results are presented and discussed.
In addition, we devote some attention to the computational
approaches applied. All results were obtained using the pa-
rameters in Tables I and II. Evaluating the integrals in the
exchange self-energy correction, i.e., Eq. (27), is done using
an adaptive quadrature and a numerical high-precision library
[48]. This approach, although computationally expensive, is
found to provide accurate results for the rapidly oscillating
integrands that occur when n and »n’ are large. In contrast,
since the sum in Eq. (33) can be truncated at reasonably low
values of n, and n,, as illustrated by Fig. 3, the integral in
the electron-hole kernel can be evaluated using the Gauss-
Hermite quadrature. For the calculation of excitonic energies
using the Wannier model, we use 400 basis functions and fix
R at R = 20 nm. The kinetic and magnetic matrix elements
can be calculated analytically in this basis, while the potential
matrix elements are computed numerically using a Gauss-
Legendre quadrature.

First, we consider the exchange corrections. We denote the
exchange self-energy corrected and the uncorrected band gaps
as E;S and E;*, respectively. The E;S and E;° band gaps are
plotted in Fig. 4 as a function of magnetic field for ts = +1,
i.e., spin up at the K valley or spin down at the K’ valley.
The results show that the self-energy correction gives rise to
an opening of the band gap on the order of 0.8 to 1.0 eV.
Similar values hold for the s = —1 gaps. We find smaller
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FIG. 4. Plot of 7s = +1 band gaps of suspended monolayer TMDs, i.e., taking ¥ = 1. The uncorrected (black) and exchange self-energy
corrected (red) band gaps are shown as a function of magnetic field. In addition, the exchange self-energy correction to the band gaps,
AT™ = E;" — E;*, is plotted (blue). The blue lines refer to the blue axes, while the rest refer to the black axes.

exchange self-energy corrections than those of Ref. [7] for the
case of unperturbed monolayer TMDs. The explanation for
this discrepancy is twofold: First, we use a different parameter
set. Second, the cutoffs that are used are different. But, as
will be shown later, our approach results in exciton transition
energies that match experiments quite well.

Considering the magnetic field dependence of the band
gaps, we see that the uncorrected band gaps calculated using
the LL energies in Eq. (5) vary linearly with magnetic field
for the field range in Fig. 4. We also find a linear magnetic
field dependence of the exchange self-energy correction to the
band gap with slopes of 5.57 ueV/T for MoS,, 7.76 ueV/T
for MoSe;, 20.0 ueV/T for WS,, and 19.3 pueV/T for WSe;.
The slopes are for s = +1 states, but similar slopes hold for
the s = —1 states. This apparent linear behavior of AX™ =
E;f — E;* can be explained by studying the expression in
Eq. (26). For small B, it can be shown using Eqs. (27) and
(B4) that the integrals Ifn,/\,n, are proportional to /B, for
all A, A, n, and n’. If we can show that Iﬁo,fn' — 111,41’ is
proportional to (n’ + 1)73/? as a function of 7/, the result is a
linear behavior of AX** since

Neut New+1
Az® aVBY o+ ) VB [
1

~ 2vK B. (37

Here, the last approximation holds for a cutoff of the type
Neyw = K /B, with K some constant, and for small B. The

inset in Fig. 5 shows IjO,fn’ — IL’?”, on a log-log scale for
MoS;, with B =100 T and ts = +1. Fitting with a linear
function, we find a power of ¢ = —1.33 £ 0.03 covering the
range from 20 T to 100 T. Thus, an approximately linear
behavior of the exchange self-energy correction is expected.

2.05 4

2.00

A exciton (eV)

1.95 -

0 10 20 30 40 50

FIG. 5. Convergence of the transition energy of the A exciton in
MoS,; in a 100 T field. The black line refers to the situation where all
LLs up to a cutoff N, = N, are included and the red line refers to the
situation where only significant transitions are included, i.e., of the
type n, to n. € [n, — 1, n, 4+ 3]. The dashed blue line is the exciton
transition energy calculated. Finally, the inset shows the integrals

1", _,, — I, _,, onalog-log scale for ts = +1.
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FIG. 6. Plot of the squared eigenvector of the A exciton in
MoS; in an external field of 100 T at k, = 0. The elements of the
eigenvector have been normalized, such that the largest norm is unity.
The plot shows that only a few transitions are significant, and that
they are centered around transitions allowed by the optical selection
rules.

In photoluminescence and spectroscopy experiments, it
is typically the exciton transition energy and not the ex-
change self-energy corrected band gap that is measured. But
demonstrating that the exchange self-energy correction is
approximately linearly in the magnetic field is important if
the diamagnetic shift of the exciton transition energy is used
to estimate the exciton size, as was done in Refs. [18,20,22].
Any finite quadratic dependence of the exchange self-energy
correction would result in errors in the estimates of the exciton
sizes. Although the results presented here do not exclude finite
quadratic terms in the exchange self-energy correction, they
appear to be small enough that any error in the estimation of
the exciton size should be negligible.

Turning our attention to the exciton states, we note that
it is difficult to separate the bright and dark exciton states
calculated in the EOM approach, since Eq. (33) mixes dark
and bright transitions. This difficulty might be resolved by
writing the magnetic vector potential in the symmetric gauge
in Ay and repeating the derivations in Sec. IV, but this study is
left for future work. At the present time, we will instead focus
on the exciton with the lowest transition energy, also called
the ground state exciton. We follow convention and denote
the spin up and down ground state excitons at the K valley as
A and B, respectively. Similarly, we have A" and B’ excitons
in the K’ valley. In the absence of valley Zeeman splitting,
the A and A’ excitons are energetically degenerate and the
same holds for the B and B’ excitons. Consequently, in the
following, only the A and B excitons are considered. In Fig. 6,
the squared eigenvector of the A exciton in MoS; is plotted for
k, = 0. The plot shows that the significant transitions between
LLs are where n, couples to n. = n, + 1, which coincides
exactly the bright transitions according to Sec. Il A. We also
find that the same holds for the B exciton. Consequently, the
A and B excitons must be bright.

When solving Eq. (33), discretizing the integral over g,
using a Gauss-Hermite quadrature with N, = 300 nodes has
been found to result in good convergence. If we then include
the first 15 valence and conduction LLs in the summation
in Eq. (33), the resulting matrix has size 67500 x 67 500
and is at the limit of what we can handle numerically. But
for these values the exciton transition energy has not yet
converged, as illustrated for the A exciton in MoS, by the
black line in Fig. 5. Alternatively, we can utilize that only
a few transitions are significant in the exciton ground state,
as was demonstrated in Fig. 6. In fact, calculating the norm
of the eigenvector where only transitions of the type n, to
n. € [n, — 1, n, + 3] have been included, we find that the
squared overlap is only 2% less than unity. Including only
these significant transitions allows us to include more valence
LLs and, as illustrated by the red line in Fig. 5, obtain a
better convergence. The cost is a small error on the order
of a few meV. The numerical difficulties associated with
including a high number of LLs in the excitonic calculations
result in a restriction on the magnetic field strength used
hence: as the magnetic field strength decreases, more LLs
need to be included in the calculations to secure sufficiently
converged results. Eventually, the current computational re-
strictions limit us to magnetic fields above 100 T.

Turning to the exciton transition energies, it has been
shown in Refs. [19,22] that for magnetic fields in the range
considered here the transition energies E, can be approxi-
mated by

E.=FEy+ugB+tuzB + 0aia B, (38)

with t the valley index, E, the zero-field exciton transition
energy, 4, B the field-dependent change in band gap, Tz B
the valley Zeeman shift, and finally o4, B> the diamagnetic
shift. Since the valley Zeeman shift is not included in our
single-particle Hamiltonian, the transition energies found by
solving Eq. (33) can be approximated by £ = Ey + B +
04iaB?. To allow for comparisons between the theoretical
and the experimentally measured exciton transition energies,
we average the experimentally measured exciton transition
energies from the K and K’ valleys to remove the valley
Zeeman splitting, i.e., use £ = (E4; + E_)/2.

The exciton transition energies of the A and B excitons
are presented in Table III. In columns three and four, we
show the theoretical transition energies, which were calcu-
lated by solving Eq. (33). Columns five and six contain the
experimental exciton transition energies when there is no
external magnetic field. In columns seven and eight, we show
the experimental exciton transition energies at approximately
65 T. Comparing the zero-field transition energies with the
experimental transition energies in columns seven and eight,
we see that the exciton transition energies exhibit a minimal
dependence on the magnetic field. In fact, experiments predict
that the quadratic diamagnetic shift is on the order of only a
few meV [18,22] for a magnetic field of 100 T. Consequently,
we can compare the calculated transition energies to the
measured transition energies in a system with no magnetic
field. Table III shows that the transition energies of MoS,,
WS,, and WSe, are very well captured by our model, with
differences on the order of 10 meV. The calculated results
for MoSe, differ more from the experimental results, with
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TABLE III. Theoretical and experimental transition and exciton energies for A and B excitons in TMDs with different dielectric

environments. All theoretical energies are computed at 100 T.

Transition energies

Exciton energies

EOM Experimental, B=0T

Experimental, B ~ 65 T EOM ‘Wannier

TMD K A B A B

A B A B A B

MoS, 1.00 1918 2.076
1.55 1.907 2.066

MoSe, 1.00 1.516 1.735
1.55 1.512 1.730

WS, 1.00 2.042 2467
155 2.030 2.453 2.039[25],2.045[22] 2.442[25],2.453 [22]

WSe, 1.00 1.761 2216

1.895 [22], 1.948 [21]  2.042 [22], 2.092 [21]

1.660 [13]

1.55 1.755 2.209 1.744 [12]
330 1.721 2173 1.732 [20]
4.50 1.700 2.152 1.723 [18]

1.896 [22], 1.948 [21]  2.044 [22], 2.094 [21]

2.040 [25], 2.046 [22]  2.442 [25], 2.454 [22]

—0.620 —0.632 —-0.617 —0.632
—0.491 —-0.504 —0.489 —0.503
—0.526 —0.542 —-0.513 —0.533
—0.419 —-0.434 —-0.409 —0.428
—0.559 —0.584 —0.520 —0.555
—0.426 —-0.450 -0.392 -0.424

—-0.511 —-0.535 —-0.468 —0.505
—0.393 —-0417 -0.357 —-0.391
1.733 [20] —-0.229 —-0.247 -0.197 —-0.224
1.724 [18] -0.177 -0.192 -0.144 —0.168

the calculated transition energy being approximately 150 meV
below the experimental transition energy. This discrepancy
indicates a problem with the material parameters used and not
the method, as the results agree well for the three other types
of materials.

In the final four columns of Table III, the exciton energies
calculated using the EOM approach and the Wannier model
are presented. For the EOM method, the exciton energies are
found from Eeye = E — E ¢» Where E is the exciton transition
energy found by solving Eq. (33) and E ¢ 1s the exchange self-
energy corrected band gap. Comparing the results, we see that
all the exciton energies calculated using the EOM approach
are below the Wannier results. That is to be expected since
the EOM approach relies on less strict approximations. The
differences between the calculated energies are quite small
and vary from a few meV to 50 meV. Thus, if errors in this
range are acceptable, the Wannier model provides a useful
model for excitons in monolayer TMDs.

Finally, we also consider the effect of changing the di-
electric environment of the TMDs, i.e., varying the screening
parameter « in the potentials in Egs. (20) and (35). The effect
is illustrated in Fig. 7 for MoS; in a magnetic field of 100 T.
The figure shows that the exchange self-energy corrected
band gap decreases while the exciton energy increases as a
function of k. These two counteracting effects result in exciton
transition energies, which only exhibit minimal dependence
on the dielectric environment, as illustrated by the blue line
and green squares in Fig. 7. This effect has previously been
demonstrated in TMDs with no external magnetic field [49],
but Fig. 7 illustrates that it still holds for systems in the
presence of a perpendicular magnetic field. This phenomenon
further underlines the importance of including the exchange
self-energy corrections in a self-contained model. We find that
similar results hold for the other TMDs.

Comparing the EOM method and the Wannier model, we
see that both have advantages and disadvantages. The EOM
method provides a self-contained framework, including the
unique LL structure and a higher accuracy of the exciton
energies. The disadvantage is that the numerical computations
are demanding and, as a consequence, small magnetic fields
cannot be considered. For the Wannier method, the numerical

calculations are relatively simple and arbitrary magnetic field
strengths can be considered. The disadvantages are that for
some systems the accuracy is lower than the EOM method and
that only the excitonic properties are described. The Wannier
model provides no information about the unique LL structure,
the band gap, or the field-dependent change of the band
gap. Consequently, the choice between the EOM method and
the Wannier method depends on the application, and which
aspects are deemed important.

VII. SUMMARY

In summary, starting from a Dirac-type Hamiltonian de-
scribing the band structure of monolayer TMDs around the K
and K’ points, we have introduced an external magnetic field
and then included electron-electron interactions to account
for the exchange self-energy corrections and excitons. In this

2.754 Ll‘czc - \\'annl(‘,r_
Eg
2501 —— F - Wannier -
2.25 ¢® E-EOM
= 200
(5] . -3 |
. ] ¢ — — !
;;9 0.257 b
M 0.004 1
-0.25 - §
-0.50 ///
-0.754 1
1 5 3 T

K

FIG. 7. Plot of the corrected band gap (red line), the exciton
transition energy (blue line and green diamonds), and the exciton
energy (black line) as a function of the relative dielectric constant of
the surrounding medium for MoS,, with B =100 T and ts = +1.
The exciton transition energy calculated from the Wannier results
(blue line) is the sum of exciton energy (black line) and the corrected
band gap (red line), i.e., E = Eg + Eexc.
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setup, we used the EOM approach to find the low-energy A
and B excitons. Our results were compared to the popular
Wannier model for excitons and recent experimental results.

When comparing with the Wannier model, we found that
the A and B exciton energies match quite well. Conse-
quently, the EOM method validates the Wannier model in this
case. The exciton energies only exhibit a small dependence
on the magnetic field (up to a few meV for realistic field
strengths), but the optical properties are expected to change
significantly. These changes include optical transitions be-
tween discrete LLs, which depend strongly on the magnetic
field, and a finite optical Hall conductivity giving rise to
Faraday rotation in TMDs. Thus, we will focus on the optical
properties of magnetoexcitons in future projects. We also ex-
pect to see more pronounced differences between the optical
response calculated using the EOM approach and the Wannier
model.

Comparing the calculated transition energies with the ex-
perimental values, we also found a very good agreement.
This shows that the exchange self-energy correction is central
if accurate theoretical calculations of the exciton transition
energies are needed. Finally, we considered the effect of the
dielectric environment on the exciton transition energy. We
found that increasing the dielectric constant of the environ-
ment causes a decrease in the corrected band gap and an
increase in the exciton energy. These two counteracting effects
cause a minimal dependence of the exciton transition energies
on the dielectric environment. This holds for both the EOM
method results and transition energies calculated from the
Wannier model results.
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APPENDIX A: COMMUTATOR RELATIONS
AND THE EQUATION OF MOTION

In this section, we present the commutator relations be-
tween H = HB + H, + Hee and the density matrix, as well
as the relevant equation of motion. First, we calculate the
commutator relations using the following relation:

(82, as 2] = P (A1)

n _ AN .
Pu, ,a480t2,04387]»77' pa3,a28011,0¢45?7q71 :

Applying this relation to the first two terms of the commutator
[H, pgwa,], we find

HB’IOO((X ZE" pot a”paa] (AZ)
(51— EAL (A3)

and
[ﬁlv Iag,a’] _g(t) Z dal;}uﬁ Agl a’ ’505 o ] (A4)

ay,a,n

— _g(t) Z dot *)Qpa”a do{ —a” pa a”) (AS)

In the commutator relation between the electron-electron in-
teraction Hamiltonian and the density matrix, the following
commutator relation is useful:

N N At T N
[Coq T, A/Caz T, A”Cctg 7,s" ca4 7,5 Ca T’ éca /.8 ] - 51’ T/ ( Otl T 5Ca2 T, S//Ca; T,8" Cot ,T, s8zx a45s s’ + Coq T, ,/clz T, Sca’,r,scm,r,s’azx,mSs,s”
R i R R K .
- Cl,r,scaz,r,s”caz.,T,S”Cm,r,sfsa’,m 85,5 — Cay .t s/CZt T, vcaz,t,scm,r,s@a’,az(Ss,s/’)- (A6)
. EgS ,\r]
Applying Eq. (A6) to the [H,., p, , ] commutator, we find
ATl _ 7,5,5 "Jf AT A _7ITs, s N A
[Hee’ loot,a’] - z : {U()tlct wa;Cay,1,5Ca, 1, s’caz’f,s’ca’mé‘ Ua ray,a003Ca,t,5Con,T,5 COK% 7,8 COKl T é} (A7)
s’ ay
oy, a3
where we also used the relation
T,5,8 _ grT.ss
U011014 03 Ua?az ooyt (AS)

Collecting the terms in Eqs. (A3), (A5), and (A7), we can now write Heisenberg’s equation of motion for the full Hamiltonian
including electron-electron interactions. To write Eq. (17), we compute the expectation value of the commutator relations keeping
terms that are of first order in the electric field. While the expectation values of Egs. (A3) and (AS5) are found by straightforward
calculation, we apply the random phase approximation (RPA) [39] to find

AT,S 7,5,8 T, TS 7,8 7,8 ) _gyTs.s ( 7,5’ _ 7,8 7,8 )}
([Hee’ P ]) Z {Uala a3 (paz-,otspal,a’ as's/pm,aspaz,a/ Uy o,z \Pa, wwpa i Ss»f’paz,mpa,as ) (A9)
s
a2, 03
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where p;., = (B, )- Terms allowing mixing of spins correspond to the Hartree terms in Hartree-Fock theory. They are canceled
by the interaction with the positive background [50] and, as a result, the expectation value has the following form:

AT,S 2 : 2 : rss T,8,8 7,8
([ ees paa pal o3 o'z, alaopotozz - U(X[(X(X')O{}paza) (AIO)
ap,a3 o

This gives the following EOM for the expectation value:

(E’7 - En —ih— )paa Z prxl a3 (;trti:alazpa o Uaflztitzmpwz,a’) — &) Z (dglﬁapZ”,a’ - df; o p:,a”)' (A1D)
- "

Cl3

The final step is to expand the expectation values in orders of the electric field and collect first-order terms in Eq. (A11). The
zeroth order of the expectation value can be expressed using the Fermi-Dirac distribution

i = f(ED)Saa (A12)

where f(E) is the Fermi-Dirac distribution. Consequently, the first-order equation is

— )5, .1
(En En B lh )p“a - (Z ofostzscuapou [0%] - 80) da Ot)Afn ¢ + Z f Ofilsal Olng (17 - Uofl;z;(zalpzz,a’)7

o], 000 o],00

(A13)

where A fu?,ﬂ = f(E})— f(E!) and pZ: i is the first-order term of the expectation value. We rewrite the last term on the
right-hand side to isolate the exchange self-energy correction

E: (TS nl TS, nl \ _ 1 _ s E: n 2: 7,5,8 nl 7,8,8 n,1
f(Eotl) o'ay,oq, Otzp()t an Ua]a a0 paz,a’) - Ea’ Ea + f(Eut]) Uoz oy, alazpa,cm Umoz L pa2 a |

op,02 o arF#a! aF#a

(A14)

where X is the exchange self-energy correction given by

= Zf NUZES - (A15)

The remaining terms in Eq. (A14) correspond to density terms and will be disregarded in this work. Thus, the first-order EOM
for the expectation value of the density matrix reads

I - 0 5,8 o —a
<E2,—Eg—lhat)paa = (Z U gaPlly, — E() - & >Af" (A16)

a1,02

with E] = E — £7. The interband solutions to the system of first-order differential equations in Eq. (A16) give the excitonic
states.

APPENDIX B: STRUCTURE FACTORS

In this section, we find an explicit expression for the structure factors F, ), defined in Eq. (23). The explicit expression allows
for a numerical evaluation of the Coulomb integrals in Eq. (22). Insertmg the expression for the single-particle wave function,
Eq. (6), in the structure factors, we find

s 2 e/t A pn' N / Y
Fa;a,zfd r———e¢ '[B! BY ¥ . (B)ur &)+ C" Gn, . (D, ()], (B1)
y

where the notationis X = x + l%ky, =x+ li,k/y, n,_=n—(t+1)/2,andn, y =n+ (v — 1)/2. For each term of Eq. (B1),
we calculate an integral of the type

; I5(ky — k,)* + léq 2 n.! (ilgq. +1gsgn(n — n')(ky, — k/)\"> "=
d 1gxXx » ~ » ~/ — _ y X . » B k k/ < y y
/ xe" %y (X)) (X7) exp( 4 iq ( + )> —n>!< 7

Bg? + Bk, — k)
xL;z"<< 54 2( 2 ) (B2)
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where n. = max{n, n'}, n. = min{n, n’}, and L are associated Laguerre polynomials. The detailed calculation of the integral
in Eq. (B2) was provided in Ref. [S1]. The previous expression allows us to write the structure factors as

78(qy — ko + K.
FIi(q) = gy —l k) - 5 eXP<
;

where the function J;! ;. is defined as

ﬂsm%(w%+Mwm—m%yﬂ[/
An,A'n' - \/5

[n +(z — D/2]!
[ns + (v — D/2]!

a5 ) e
- T qu?(ky +ky) JM,M/(Q), (B3)

4

1< = €+ D/20! s it

[n. —(z+D/2)t ="

n,h ' )
Cr,x Ct,s L

L 12|q/?
no—@+h2\ T 5

ns—n<

AL
n<+(r—l)/2(—B ) > . (B4)

The expression for the structure factors in Eq. (B3) is used to calculate both the excitonic properties and the exchange self-energy

corrections.
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